CECS 528, Exam 2, Spring 2025, Dr. Ebert

Unit 2 LO Problems (25 pts each)

LOb5. Consider the 2SAT instance

C = {(.731,53), (fl,fg), (fl,fg), (xg,fg,), (xg, .T5), <f4, 3(76), (547§6)}-

(a) Draw the implication graph G¢. (7 pts

(b) Perform the Improved 2SAT algorithm by computing the necessary reachability sets.
Use numerical order (in terms of the variable index) and positive literal before negative
literal when choosing the reachability set to compute next. Draw the resulting reduced
implication graph whenever a consistent reachability set is computed. Either provide a
final satisfying assignment for C or indicate why C is unsatlsﬁable (10 pts)
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(c) Suppose 2SAT 1nstance C has three variables and, when running the original 2SAT algorithm
the answer to each oracle query is shown in the table below. Is C satisfiable? If yes, provide
a satisfying assignment for C and justify your answer. If not, explain why. (8 pts)
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LO6. Answer the following.

(a) Provide the definition of what it means to be a mapping reduction from problem A to
problem B. (5 pts)

(b) An instance G of the Max Bipartite Matching (MBM) optimization problem has edge set

{(4,1),(4,3),(4,5),(B,2),(C,2),(C,4),(D,2),(D,5), (E,3), (E,4)}.

Draw f(G), where f is the mapping reduction from MBM to Max Flow provided in lecture.
Show work. (7 pts) Nobe AN Qm\bé\é Lies— \

(c) Use part b and the Ford-Fulkerson Max-Flow Algorithm to decide if matching M =
{(A4,3),(C,2),(D,5),(E,4)} is the maximum matching for G. If yes, explain why. If not,
provide a larger matching that is produced by the algorithm. (13 pts)
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LO7. An instance of the Quadratic Diophantine decision problem is a triple (a, b, ¢) of nonnegative
integers satisfying a,b < c¢. The problem is to decide if there are nonnegative integers x and y
for which az? + by = ¢. We now establish that Quadratic Diophantine is an NP problem.

(a) For a given instance (a,b,c) of Quadratic Diophantine, describe a certificate in relation
to (a,b,c). (7 pts)
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(b) Provide a semi-formal veriﬁer algorithm that takes as input i) an instance (a, b, c) of QD,
i) a certlﬁcate for (a,b,c) as defined in part a, and decides if the certificate is valid for
(a,b,c). (7 pts)
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(¢) Problem QD has a single size parameter in relation to an instance (a,b,c). Describe this

parameter. (6 pts) n _ L\ bécj __\_ \

(d) Use your answer to part ¢) to provide a bound on the number of steps required by the
verifier from part b). Hint: multiplication is quadratlc while addition is linear. (5 pts)
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LOS8. Answer the following.

(a) Let
C = {Cl == (Elax27x3)702 = (.’L‘l,fg,fg),(ﬁg, = (fl,l’g,fg),&; = (x17$27f3)}

be an instance of 3SAT.

i. Compute f(C) = (S,t), where f : 3SAT — SS is the mapping reduction from 3SAT to
Subset Sum. Provide the full table that shows the members of S, as well as the target

value ¢t. C C\l C- Cq
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ii. Given that C is a positive instance of 3SAT via satisfying assignment o = (z1 = 0,29 =
1,z3 = 0), provide the associated subset A of S that sums to ¢, verifying that (S,t)

is a positive instance of Subset Sum. Hint: there is only one way of selecting the y’s

and z’s to have a correct answer to this problem. % ?_{
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(b) The logical formula
UV x2) V(Y2 V T)

appears as part of the Tseytin transformation of some Boolean formula. Finish the
transformation by using algebra to convert it to one or more 3SAT clauses. (10 pts)
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Advanced Problems

Al. Let A, B, and C be decision problems. Suppose we know that A <; B via an algorithm A that
requires O(n°) steps and makes O(n?) queries to the B-oracle, where n is the size parameter
for problem A. Also, we know that B <7 C via an algorithm B that requires O(m") steps and
makes O(m?) queries to the C-oracle, where m is the size parameter for problem B.

(a) Explain how we may use the two algorithms to devise a third algorithm A that establishes
A <p C. (15 pts)

On ‘\f\'\buf& X S'\mu\,\&@ /RDY\ ‘\ﬂflj\)& X, Fo\f eadn ‘
obumg @D\wféﬁ(%) Yk ocus M‘.r\a% S A 1 g

e e o \05 gimwﬁﬁm‘na D on ib?t&“%o

(b) Provide good big-O upperbounds on both the running time of A and the number of queries
it makes to the C-oracle. Hint: the upper bounds should be in terms of n only. (20 pts)
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A2. You may have noticed that there are two versions of the Hamilton Path decision problem. An
instance of the first version consists of a graph G = (V, E) and two vertices a,b € V. The
problem is to decide if there is a Hamilton path in GG that begins at vertex a and ends at vertex
b. Call this version Constrained Hamilton Path (CHP). An instance of the second version
consists only of graph G = (V, E') and the problem is to decide if there is a Hamilton path in G
and it does not matter where the path begins or ends. Call this version Free Hamilton Path
(FHP).

(a) Provide a description for a valid mapping reduction f : FHP — CHP that maps an instance
G of FHP to an instance f(G) = (G’,a,b) of CHP in such a way that G has a Hamilton

path iff (G’,a,b) has a Hamilton path from a to b. Prove that it is a valid reduction. (25
pts)
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(b) Draw f(G) where G is the graph shown below. (10 pts)
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1 Unit 1 LO Problems (0 pts each)

LO1. Solve each of the following problems.

a. Use the Master Theorem to determine the growth of T'(n) if it satisfies the recurrence
T(n) =4T(n/2) + n?.

b. Use the substitution method to prove that, if T'(n) satisfies
T(n)=T(n/2) +n/logn,

Then T'(n) = O(n/logn). Hint: credit will not be awarded if the expression has been
unjustly oversimplified.

LO2. Solve each of the following problems.
a. When performing the FFT algorithm for the purpose of evaluating the polynomial
p(z) = =8+ bz + 42” + 62° — 22 + 92° + 32° — 52",

at the 8th roots of unity, the algorithm recursively calls FFT on two subproblem instances.
What is the polynomial for each instance. In relation to these recursive calls, why is it
important that the squares of the 8th roots of unity yield the 4th roots of unity?

b. Consider Karatsuba’s algorithm for multiplying two n-bit binary numbers x and y. Let
xy, and xg be the leftmost [n/2] and rightmost [n/2| bits of x respectively. Define y,
and yg similarly. Let P, be the result of calling multiply on inputs xy and yp, P» be the
result of calling multiply on inputs zi and yg, and P3 the result of calling multiply on
inputs x, + 2z and yz, +yr. Then return the value P, x 22L21 4 (Py — P, — Py) x 21721 p,.
Demonstrate Karatsuba’s algorithm on x = 93 and y = 72. Limit your demonstration to
the root level of recursion. In other words, do not go deeper than level 0.

LO3. Solve each of the following problems.

a. The tree below shows the state of the binary min-heap at the beginning of some round of
Dijkstra’s algorithm, applied to some weighted directed graph G. Some of the edges of G
include

(h,u,2),(a,m,4),(c,a,3),(a,p,2),(a,u,b),(ra,2).

Based on this information, provide a plausible state of the heap at the end of the round.
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b. An instance of the Unit Task Scheduling problem consists of the tasks shown in the
table below.
Task ‘ a b ¢ d e f g h i1 j k
Deadline |4 8 6 6 4 2 3 2 8 7 1
Profit 50 8 30 30 70 30 70 50 80 20 60
State the greedy choice that is being made in each round of the algorithm and use it to
obtain an optimal schedule. Show work.

LO4. Answer the following.

a. Provide the dynamic-programming recurrence for computing the distance d(u,v), from a
single-source vertex u to a vertex v in a directed acyclic graph (DAG) G = (V, E, ¢), where
c(x,y) gives the cost of edge e = (x,y), for each e € E. Hint: step backward from v, rather
than forward from wu.

b. Draw the vertices of the following DAG G in a linear left-to-right manner so that the
vertices are topologically sorted, meaning, if (u,v) is an edge of G, then u appears to the
left of v. The vertices of G are a-h, while the weighted edges of G are

(0/, b7 9)7 (a7 e7 5)7 (C7 a’ 3)7 (C7 d7 1)7 <C7 h? 2)7 <d7a/7 4)7 (d7€7 1)7 (d7 g? 3)7 <d7 h74)7 (67 h? 6)7 (f7 C? 4)7

(f,d,3),(f,€,9),(9,6,2), (g,€,3), (h, b, 3).

c. Starting from left to right in topological order, use the recurrence to compute the distance
from f to every vertex. Show the computations.



